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Please don't hesitate to ask questions!  
Your questions help everyone (including me) learn better. 
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Today’s lecture

• Recap the last lectures on multimodal models  

• Recent research trends in multimodal models  

• Reasoning models  

• Vision-language-action models  

• Omni (any-to-any) models 
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(Recap) 

Self-supervised learning



Self-supervised learning

• Generate artificial labels and train models to predict the generated labels.  
(Recap. Lecture 3)

Pathak et al., “Context Encoders: Feature Learning by Inpainting”, CVPR 2016. 
Gidaris et al., “Unsupervised Representation Learning by Predicting Image Rotations”, ICLR 2018. 
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• Masked Auto-Encoder (MAE) (He et al., 2022)

Masked image modeling

“Masked auto encoders are scalable vision learners” CVPR (2022)
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Inter-sample prediction

• Beyond sample-wise prediction, learn the relationship between samples 

• SimCLR 

• Given one positive pair, other 2(N-1) samples are negative 

• InfoNCE loss: 
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Chen et al., “A Simple Framework for Contrastive Learning of Visual Representations”, ICML 2020

ℒ(i,j)
SimCLR = − log

exp(sim(zi, zj)/τ)

∑2N
k=1 1k≠i exp(sim(zi, zk)/τ)



(Recap) 

Multimodal pre-training



Multimodal representation

• Multimodal representation (recap. Lecture 3 & 4) 

• Fused representation
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Multimodal representation
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• Multimodal representation (recap. Lecture 3 & 4) 

• Fused representation



Multimodal representation

• Multimodal representation (recap. Lecture 3 & 4) 

• Shared representation
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Multimodal representation
12

• Multimodal representation (recap. Lecture 3 & 4) 

• Shared representation



Multimodal representation

• Few-shot (zero-shot) scenarios (recap. Lecture 4)
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Where they are going?

• Unified architecture/objectives 

• Scaling-up models  

• Scaling-up data
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Multimodal Foundation Model 
Cutting edges



Where are we going?
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Scaling is all you need?

• More parameters 

• AlexNet, ResNet, Transformers, … 

• More data 

• ImageNet, Laion, Datacomp, massive web data, …
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Are we done with AI? 
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• Probably, No. 

• We still need,  

• Efficient algorithms 

• Multi-modality  

• Reliability 



Topics 

• Reasoning models  

• Vision-language-action models  

• Omni (any-to-any) models 

19



Reasoning models



Test-time scaling

• Reasoning models: clear trend with increased test-time computation
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OpenAI o1 blog, DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning 



Test-time scaling

• Reasoning models show impressive performance
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Test-time scaling in VLMs (Kimi-VL)
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Leverage strong test-reasoning models to synthesize  
multimodal CoT data



Test-time scaling in VLMs (Kimi-VL)
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• The same paradigm for multimodal thinking models 🤔🤔

VLM + Thinking
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GLM-4.1V-Thinking Qwen3-VL(-think)



Can they solve this? 
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After 5min thinking…  
wrong answer + 
wrong chain-of-thought

ChatGPT-5-thinking



Why it failed when thinking with images? 

• Let’s think 🤔 

• Reasoning (thinking) is mainly handled by text 

• Text reasoning models are pre-trained with reasoning-rich text data (e.g., QAs, 
debates, …) 

• Multimodal models (relying on LLMs) do not have such visual-thinking-ish pre-training 
data. 

• Multimodal models lack visual generation ability 
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Omni models  
with unified architecture



Omni-models

• Any-to-any model 

• Emerging Trends from 2024
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Chameleon (2024.05)

• Chameleon: Mixed-Modal Early-Fusion Foundation Models (Meta)

https://arxiv.org/abs/2405.09818
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Arch: Unified auto-regressive Transformer 
Data: 3T (text-only), 1.5T (image-text),  
        400B (interleaved) tokens  



Transfusion (2024.08)
• Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model (Meta) 

• Unified transformer, but switching auto-regressive mode & diffusion process 

https://arxiv.org/abs/2408.11039
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Mixture-of-Transformers (2024.11)
• Mixture-of-Transformers: A Sparse and Scalable Architecture for Multi-Modal Foundation Models (Meta) 

• Unified architecture, but use different weights (qkv_proj, MLP, …) for each modality  

• Attention is shared 

https://arxiv.org/abs/2411.04996
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Janus-Pro (2025.01) 
• Janus-Pro: Unified Multimodal Understanding and Generation with Data and Model Scaling (DeepSeek-AI) 

• Separated two visual encoders — one for “understanding”, another for “generating” 

• Why? Image generation quality

https://arxiv.org/abs/2501.17811 
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https://arxiv.org/abs/2501.17811


MetaQuery (2025.04)

• Transfer between Modalities with MetaQueries (Meta & NYU)  

• Frozen VLM  maintaining understanding ability →

https://arxiv.org/abs/2504.06256
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OmniGen2 (2025.06)
• OmniGen2: Exploration to Advanced Multimodal Generation (BAAI) 

• Cascaded architecture: Auto-regressive transformer  Diffusion transformer 

• Also use two visual encoders 

→

https://arxiv.org/abs/2506.18871
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OmniGen2 (2025.06)

• Dataset for in-context generation
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BAGEL (2025.05)

• Emerging Properties in Unified Multimodal Pretraining (ByteDance) 

• Use Mixture-of-transformers 

https://arxiv.org/abs/2505.14683

37



BAGEL (2025.05)

• Emerging Properties in Unified Multimodal Pretraining (ByteDance) 

• Use Mixture-of-transformers and separated vision encoders

https://arxiv.org/abs/2505.14683
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BAGEL (2025.05)

• Interleaved dataset construction
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BAGEL (2025.05)
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BAGEL (2025.05)
• For those who are interested in detail (how to switch understanding/generation modes):

https://github.com/ByteDance-Seed/Bagel/blob/main/inference.ipynb
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Next steps?

• Improve unified architecture 

• Multimodal reasoning (interleaved) data construction to Pre-training level 

42



 Vision-Language-Action models 
(VLA)



VLM/LLM as a planner 

• Do As I Can, Not As I Say: Grounding Language in Robotic Affordances

https://arxiv.org/abs/2204.01691
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VLM/LLM as a planner 

• PaLM-E: An Embodied Multimodal Language Model

https://arxiv.org/abs/2303.03378
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Vision-language-action (VLA)

• Robot actions as a foreign language
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RT-2

• RT-2: Vision-Language-Action Models Transfer Web Knowledge to Robotic Control

https://arxiv.org/abs/2307.15818
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OpenVLA

• Improved with better vision encoder

“OpenVLA: An Open-Source Vision-Language-Action Model”, 2024 
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π0

• π0: A Vision-Language-Action Flow Model for General Robot Control 

• Architecture: separated weight params from VLMs and action expert

https://arxiv.org/abs/2410.24164
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Mixture-of-transformers



GR00T N1 

• Separated params for VLMs and action models 

• VLM’s latent embedding  Cross-attention on action model→

https://arxiv.org/abs/2503.14734
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E-CoT

• Robotic Control via Embodied Chain-of-Thought Reasoning

https://arxiv.org/abs/2407.08693
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Next steps?

• Enhance perception module (e.g., vision encoder)  

• Robotics data (robot’s perception and action) are scarce 

• VLAs are still slow, low-latency is necessary to interact with human
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Appendix



Generation models

• Image generation (nano-banana)

https://x.com/tokumin/status/1960583251460022626

54



Generation models

• Video generation (Sora 2)
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Generation models

• Visual reasoning with Veo3 (by Google) 

• Prompt: describe the status and give an action 
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Generation models

• World models — Controllable video generation (Genie-3)
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Conclusion

• Today, we study:  

• (Multimodal) Reasoning models 

• Vision-language-action models   

• Omni (any-to-any) models — Unified understanding and generation beyond modality 
boundaries
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Thank You!


