Multimodal Foundation Models 3

Advanced multimodal models

Sangdoo Yun, Jin-Hwa Kim



Please don't hesitate to ask questions!
Your questions help everyone (including me) learn better.



Today'’s lecture

Recap the last lectures on multimodal models

Recent research trends in multimodal models

Reasoning models
Vision-language-action models

Omni (any-to-any) models
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(Recap)
Self-supervised learning



Self-supervised learning

Generate artificial labels and train models to predict the generated labels.
(Recap. Lecture 3)

Pathak et al., “Context Encoders: Feature Learning by Inpainting”, CVPR 2016.

, NAVER Al LAB
Gidaris et al., “Unsupervised Representation Learning by Predicting Image Rotations”, ICLR 2018. 2



Masked image modeling

Masked Auto-Encoder (MAE) (He et al., 2022)

Input Image ' f Reconstruct

o farget image
Visible patches Attach mask

only (efficient) tokens

“Masked auto encoders are scalable vision learners” CVPR (2022) +0 NAVER Al LAB



Inter-sample prediction

Beyond sample-wise prediction, learn the relationship between samples

SImCLR
Given one positive pair, other 2(N-1) samples are negative
InfoNCE loss: ggq) =~ log—x exp( )/7)
' Zkzl lk;éi eXP( /T)

Maximize agreement

+— Representation —
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(Recap)
Multimodal pre-training



Multimodal representation

Multimodal representation (recap. Lecture 3 & 4)

Fused representation

Input modality X

. Fused representation Z

Input modality Y
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Multimodal representation

* Multimodal representation (recap. Lecture 3 & 4)

* Fused representation

Image Text Matching Masked Language Modelmg Word Patch Alignment

(e J-vioffie

Extra learnable [class] embeddin o . .
Transformer Encoder @ two dogsrunning in a field [/s]

[ e T
8 I
00 eoluﬂllﬂl 000 mlllﬂl 0-- . Multimodal
(B2 Text Decoder

a stone statue near an [MASK] FE;- tad - My _ e —
attentional pooling cls-token

Image Unimodal
Masked Data Modeling . . Encoder Text Decoder

T iy SRRy (v 1 rF1T 1T 117111

Language VL
. 000000 D 00000 [s] two dogs runningin a field [CLS]
BEIT-3
(Multiway Transformer)

T T T Shared Multi-Head "“&‘ “two dogs running in a field” pairs

Image-Text Self-Attention ,u,./ \u

Images Texts _
Pairs

Multimodal Input image
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Multimodal representation

Multimodal representation (recap. Lecture 3 & 4)

)

Shared representation

Shared representation

Inpu’r modality X

Input modalﬂy Y

NAVER Al LAB



“Van Gogh Starry Night ...”

“in black and
?_—‘:' e :" > ,-,.“.%T :

.

white”  “onacanvas”  “in dark wood frame”

Multimodal representation

* Multimodal representation (recap. Lecture 3 & 4)

+ Shared representation

“Golden Gate “London Tower

(1) Contrastive pre-training

Pepper the

aussie pup —> Text

Encoder

Image

+ “purple”
Encoder _ . .

£z

+ “purple”

r~%=i_£§i /\I L./\EB




Multimodal representation

* Few-shot (zero-shot) scenarios (recap. Lecture 4)

Blue <EO0S> This is a dax . <EOS>

A
Self Attention Layers Self Attention Layers

A

This is a K ~ This is a ; Question:
dax. .Y blicket. g What is
ol this?
Answer:

Vision Text Vision Text Vision Text Vision Text
Encoder Embedder Encoder Embedder Encoder Embedder Encoder Embedder

SRl Question:
=& What colour
is the car?
Answer:

(@) 0-shot VQA (c) Few-shot image classification

I like reading

, my favourite play is

Hamlet. I also like

What happens to the
man after hitting the
ball? Answer:

giraffes: 4

Dreams from my
Father.

he falls down.
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Where they are going?

* Unified architecture/objectives
* Scaling-up models

* Scaling-up data
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Multimodal Foundation Model
Cutting edges




Where are we going?

Multimodal
model
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Scaling is all you need?

OQutput
*  More parameters Probabilties

Softmax

- AlexNet, ResNet, Transformers, ...

Add & Norm

* More data

* ImageNet, Laion, Datacomp, massive web data, ... -

Attention

meta @ microsoft @ mistral @ openAl @ other

100 MMLU

Masked

Multi-Head Multi-Head
Attention Attention
Positional

Positional
Encoding e N D e Encoding

Input Output
Embedding Embedding
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Claude 2
Yi-34B .

-
g 9

internlM2.5_ .
g "Gmlglr’?iﬁl’ral—12‘6—2’2‘.0910”'
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®
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Pile-TS
Nemotron-3 228 '

Baichuan 2 OLMoE-1B-78
Griffin JetMoE-8B

Granite

Bytedance 530B

HLAT
UL2 208 BloombergGPT Command-R
Hawk

GPT-NeoX . RWKV-v5 Eagle 78 Rene
Mistral 78

Inputs Outputs
(shifted right)

EXAONE 3.0
Mamba OperApple On-Device Jun 24

AMD-Llama-135m

pre-2022
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Are we done with Al?

* Probably, No.

Pre-training as we know it will ena . We s’ri|| need
/

Compute IS growing:

+ Efficient algorithms
Better haraware
Better algorithms . Muh‘l-modahfy
Larger clusters

Reliability

Data is not growing:

We have but one internet
The fossil fuel of Al

nternet. We have, but one Internet. You could even say you can even go as far as tc

"hat data is the fos: il fuel of Al It was like, created somehow. And now we use it.

B ” S
- . [

> 4 i
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Topics

Reasoning models
Vision-language-action models

Omni (any-to-any) models

NAVER Al LAB



Reasoning models



Test-time scaling

Reasoning models: clear trend with increased test-time computation

ol AIME accuracy DeepSeek-R1-Zero average length per response during training
at test time
100 -
80 -
®
a
>
=
S 60 - -
Q
O
© [
2 40-
2 ®
Q
®
201 *
0

test-time compute (log scale)
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Test-time scaling

* Reasoning models show impressive performance

Advanced version of Gemini with Deep
Think officially achieves gold-medal

standard at the International
Mathematical Olympiad

21 JULY 2025
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Test-time scaling in VLMs (Kimi-VL)

N e B

Mixture-of-Experts (MoE)
Language Decoder

Ny

What can you interpret from..

<think> The user asked §.

(I Y I |

MoE FFN

Attention Layer .‘ Router ... )

OoOoo0 0oooo 0o O I:]

MLP Projector

MoonViT

(Native-resolution)

(, e B - . .
g 2 Steld 7 Thax (s The exaT wq CompeliTiom 9o om

Leverage strong tes

mul

-reasoning models to synthesize
imodal Col data
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Test-time scaling in VLMs (Kimi-VL)

4 ]

Instruction Response

Which of the four subgraphs in the figure is taken at the The first picture (image 1) depicts a dense urban area with a mix of buildings, green
same place as subgraph 12 spaces, and a distinctive circular structure (possibly a dome or observatory). To
< g | determine

Image 4 st /77 b m

featuring a g . ol
Bothimage | Instruction < Response

Image 3 in¢ a
making it d Please infer step by step <Think>Alright, | need to figure out who this manuscript belongs to and

Image 2 is who this manuscript belongs to

urban settir | and what it records First, I'll look at the visual characteristics of the manuscript. The hand

g&&%‘g';’y@ paper looks old and has a yellowish tint, indicating it might be from @
notes, possibly from the 20th century.

Answer: The
Next, I'll examine the content of the manuscripts. Both images contai

summations. The equations seem to be related to gravitational fields o

Looking at the first image (Image 1), | can see equations involving
"Einheitsvektor" (unit vector in German) suggests this might be relatec
specific problem in physics.

The second image (Image 2] contains more numerical calculations a
The equations include integrals, derivatives, and algebraic manipulatic

Now, considering the writing style and the content, | notice that the
"Einheitsvektor' and "GIn" (which could be an abbreviation for "Gleich

The first image seems to be a page from a mathematical manuscript,
relativity, particularly in the context of gravitational fields. The second
different section of the same manuscript.
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VLM + Thinking

© The same paradigm for multimodal thinking models @@

| o |

LOO000 000 ~ O | : -~ 1O0O0O00- O

I Image 1 ” I

1574 tokens

MLP Projector

ViT Encoder

(Native resolution w. 2x temporal compression)

Height: 1274
Height: 1596

Width: 952 Width: 2548

GLM-4.1V-Thinking

- <|‘rhmk|>From the gcven u'ncge

‘2| Time index token

| could you tell me..? . _ Predicted token

Picture 1 : Picture 3
0.0 seconds> Timestamp in text format VldeO 1

and videos here.

£ Picture 1 is an image from a blog _
I:ll:ll:ll:l' C I I T r T T T T T qeeeeeceseee | N1 I 1 iy T NGy g

[ R Y AR I T I I T D T I N B |

Qwen3 LM Dense/MoE Decoder

:EDD CICI OO E eesees TAET [T eee [ eowwee ] e~ e 01 1 ET E D

e T et | e ey ———
Images and videos here. 11427 tokens |<Tens>| 1125 tokens | 00 oo Video hams enbs <40 secondi> Vides frama amb

O  Text tokens \ .
" m ”
: : |
ooooono |

C _OMBhdd )

| Oooooon i
« C______1vebkz ) |
! oooooo [

See the world better

Qwen3 VL

Width: 1440
Picture 3

le—— w Qwen3-VL Width: 736
Width: 1248

Video 1

Picture 1

Qwen3-VL(think)
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Can they solve this?

ChatGPT-5-thinking

$ J82 BHX|F0| 22 Bt 2708 el SaioflA Fx[AH Ogl Ao|ct. X 2f Z}
C 8 15IA|R7
Let's think with images

CEES
o EH2| 7|38 24

from PIL import Image, ImageOps, Ima

img=Image.open(
img.size

(478, 226)

e Considering geometric distances

I'm trying to figure out the intersection of two
circles, each with radius r, centered at different
midpoints along a line segment like AB and BC.
The calculation of the separation distance
between centers seems to be 2r, and I'm working
through how the midpoints line up.

Reassessing semicircle intersections

So, if the semicircle radius is R, then the diameter
is 2R, and AB=BC=2R. The centers of the circles
are separated by 2R, which means they just
touch at point B. But wait—these are full circles,
not semicircles, and they meet at exactly two
points. Hmm... | need to clarify whether the arcs
are overlapping correctly.

Clarifying the arc intersection

Okay, | think | need to refine the interpretation
here. The phrase about overlapping at centers
suggests that the top arc of one semicircle
passes through the other's center. If the centers
are at the midpoints of AB and BC, maybe the
intersection is happening at point B. | need to
check the distances and radius assumptions
EGETWR

Interpreting the diagram

It looks like the centers of the semicircles, O1 and
02, are at the base points. The intersection
seems to occur near the central vertical of the
diagram, with an angle of 128° marking a key
spot near point B. I'm thinking of using properties
of inscribed angles, where an angle subtended
by a diameter is 90°.

After 5min thinking...
wrong answer +

wrong chain-of-thought

NAVER Al LAB



Why it failed when thinking with images?

© Let's think @
* Reasoning (thinking) is mainly handled by text

+ Text reasoning models are pre-trained with reasoning-rich text data (e.g., QAs,
debates, ...)

* Multimodal models (relying on LLMs) do not have such visual-thinking-ish pre-training
data.

* Multimodal models lack visual generation ability

NAVER Al LAB



Omni models

with unified architecture



Omni-models

* Any-to-any model

* Emerging Trends from 2024

NAVER Al LAB



Chameleon (2024.05)

Chameleon: Mixed-Modal Early-Fusion Foundation Models (Meta)

A -
“Here is a recipe for :
banana bread.” E
IMAGE OUTPUT

TexT ouTPUT Arch: Unitied auto-regressive Transformer
Data: 3T (text-only), 1.5T (image-text),

400B (interleaved) tokens

TEXT PROMPT >
IMAGE PROMPT

(a) Mixed-Modal Pre-Training . (b) Mixed-Modal Generation

NAVER Al LAB



Transfusion (2024.08)

Transfusion: Predict the Next Token and Diffuse Images with One Multi-Modal Model (Meta)

Unified transtormer, but switching auto-regressive mode & diffusion process

—— —
A cute cat <BOI> M&! ? .<EOI>What

le+21 e+ e+ le+21
FLOPs FLOPs

C4 Perplexity Wikipedia Perplexity

_‘.;‘

Sy

<EQOI>

What

Figure 4: Expanding on the causal mask, Trans-
fusion allows patches of the same image to con-
dition on each other.

+2 e
FLOPs FLOPs

MS-COCO 30k FID MS-COCO 30k CLIP

Write the word "Zebra" in Arial bold.
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Mixture-of-Transformers (2024.11)

Mixture-of-Transformers: A Sparse and Scalable Architecture for Multi-Modal Foundation Models (Meta)

Unified architecture, but use different weights (gkv_proj, MLP, ...) for each modality

. . (a) AutoRegressive Diffusion Objective

Sequence Re-Ordering Buffer

Add & LayerNorm'mage

Autoregressive Objective

Foundation Model for Multi-Modal Generation

aflaflalalalalcNclalalal

Sequence Dimension: Interleaved Multi-Modal Tokens Stream

Modality Indexing Logic

nfodolalololololol

NAVER Al LAB




Janus-Pro (2025.01)

Janus-Pro: Unified Multimodal Understanding and Generation with Data and Model Scaling (DeepSeek-Al)

Separated two visual encoders — one for “understanding”, another for “generating”

Why? Image generation quality

T

Und. Encoder

Image: X,

Language Response: X

Text De-Tokenizer Image Decoder

T T

Auto-Regressive Transformer

| | T

Text Tokenizer Text Tokenizer Gen. Encoder

Language Instruct: X, Language Instruct: X, Image: X,

Generated Image: X,

NAVER Al LAB


https://arxiv.org/abs/2501.17811

MetaQuery (2025.04)

Transfer between Modalities with MetaQueries (Meta & NYU)

Frozen VLM — maintaining understanding ability

Understanding Generation

Connector / Diffusion Block

Q Q Q Q Q Q / Diffusion Block

MLLM /.. Diffusion Block

AFANe

Multimodal Input MetaQueries (i

NAVER Al LAB



OmniGen2 (2025.06)

OmniGen2: Exploration to Advanced Multimodal Generation (BAAI)

Cascaded architecture: Auto-regressive transtormer — Diffusion transformer

Also use two visual encoders

I <|img|>

A
Predict

Hidden States

Autoregressive Transformer Diffusion Transformer

Refiner Refiner Refiner

Text Tokenizer ViT Tokenizer Text Tokenizer

VAE

[System] You Change the |
RETSR T A5 i T
are a helpful L - 4 color of her {;;?“fﬂr'{{i
& PR Sty
' g 2
\ I :v “&%\_ ﬂ{ o) -
‘ \ .

assistant. dress to blue. .
Hidden States
[Assistant] from AR model fo-

2

[User]
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OmniGen2 (2025.06)

+ Dataset for in-context generation

VLM Filter

Instruction:
Replace the man in
Figure 2 with the
man 1n Figurel

Base Image Subject Mask T

DINO Filter
Target Image

Video Frames

JONIISUOD UOTJONIISU]

Q)
~
=)
=
-
o
=
re
+
W
>
<
D
=
&
&
w

Tracked Image Subject Mask
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BAGEL (2025.05)

* Emerging Properties in Unified Multimodal Pretraining (ByteDance)

A car made of small cars.

+ Use Mixture-of-transformers

The model should generate an image where
numerous small cars are combined to form the shape
and structure of a larger car.

The refined prompt is: A highly detailed and creative
image showcasing a large car composed entirely of
numerous small cars, meticulously arranged to
replicate the shape and structure of a full-sized vehicle.
The small cars are tightly interlocked, creating a
seamless and realistic

exterior with accurate

proportions and

details. The setting is

neutral and clean,

with soft, diffused

lighting to emphasize

the intricacy of the

composition without

any distractions...

remove

N emotion

B0

-

L.

=

=

—
o0 N
i o0
- =
. p— - puyi
h =
25 =
o 25
=Ty o
S =
= o
— B
(44
—
<}
=
L
T

move forward move left move forward

Navigation

Rotation
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BAGEL (2025.05)

Emerging Properties in Unified Multimodal Pretraining (ByteDance)

Use Mixture-of-transformers and separated vision encoders

o

Next Token Prediction Velocity Prediction

Multi-modal Self Attention

( okv ]

Gen. Expert
L O [

I

NAVER Al LAB



BAGEL (2025.05)

' Interleaved dataset construction

v~ -~

/ \
J

/" 00 : \
. 1»=0 Raw Videos |

. -

Video
Preprocessing

The camera moves closer,
emphasizing the front grille

and headlights of the black car.

Quality Filtering
Captioned by
Large VLM

Finetuned Small -
VLM distilled from

limited captions

The focus shifis to the pink
car, capturing more detail of

its front and side.

| ' Interleaved Data
from Videos

im0

[ s

) OmniCorpus |

Topic Selection

Topic Selection
(fastText)

trained on selection results
coarsely selected data

Topic Selection
(LLM)

finely selected data

Quality Filtering

Image 4 Interleaved Data

Captioning from Webs

Data Example:
|Orig. Text| Tips to Take Care of Your Car

[Img Cap.] Amechanicin  [Image]

a garage inspects a car

engine, holding a tablet

and a tool. They wear

gloves and a cap, focusing

on the task.

|Orig. Text] Follow Maintenance Schedule
The casiest way to take care of your car is by
following the maintenance schedule

|[Img Cap.| A gloved hand [Image]
holds a car’s coolant reservoir -y
cap, emphasizing routine

maintenance. The yellow and

blue glove contrasts with the

dark engine bay

|Orig. Text| Check Oil & Other Fluids

Your car depends on several oils and fluids such as
engine oil, coolant, and brake fluid in order to

NAVER Al LAB



BAGEL (2025.05)

Move
forward

Move
forward

World Navigation

Move

R Look left
forward

| | B | - N R
i JrR | e i,
. :"_ 1 - oy "‘0.‘4 Trr=
Move : 5 - . e L) AL ”nu.
3 "L - 13 4 _ ¥ all

R A Look right YTVt
forward =

e B AN LT p—

o NN

Rotate the
camera to the
left/right by x

(degree)

Rotation
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BAGEL (2025.05)

* For those who are interested in detail (how to switch understanding/generation modes):

Understanding

In []: inference_hyper=dict(

max_think_token_n=1000,
do_sample=False,
# text_temperature=9.3,

In [ ]: image Image.open('test_images/meme.jpg"')

prompt "Can someone explain what’s funny about this meme??"

display(image)
print(prompt)
print('-'+10)

output_dict = inferencer(image-image, text-prompt, UnderStandingloutput W, ++inference_hyper)

print(output_dict['text'])

Edit with Think

In [ ]: inference_hyper-dict(

max_think_token_n=1000,
do_sample-False,

# text_temperature=g.3,
cfg_text_scale=4.0,
cfg_img_scale=2.0,
cfg_interval=[0.0, 1.0],
timestep_shift=3.0,
num_timesteps=50,
cfg_renorm_min=0.0,
cfg_renorm_type="text_channel",

In [ ]: image = Image.open('test_images/octupusy.jpg')

prompt 'Could you display the sculpture that takes after this design?'

display(image)

print('-'+10)

output_dict - inferencer(image-image, text-prompt, ERERKTIINN,
print(output_dict['text'])

display(output_dict['image'])

hitps://github.com/ByteDance-Seed/Bagel /blob/main/inference.ipynb

inference_hyper)

L7

258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284

if understanding_outputk

gen_text = self.gen_text(gen_context, do_sample=do_sample, temperature=text_temperature, max_length=

output_list.append(gen_text)

else:
if think:

gen_text = self.gen_text(gen_context, do_sample=do_sample, temperature=text_temperature, max_len

gen_context = self.update_context_text(gen_text, gen_context)
output_list.append(gen_text)

img = self.gen_image(
image_shapes,
gen_context,
cfg_text_precontext=cfg_text_context,
cfg_img_precontext=cfg_img_context,

cfg_text_scale=cfg_text_scale,
cfg_img_scale=cfg_img_scale,
cfg_interval=cfg_interval,
timestep_shift=timestep_shift,
num_timesteps=num_timesteps,
cfg_renorm_min=cfg_renorm_min,
cfg_renorm_type=cfg_renorm_type,
enable_taylorseer=enable_taylorseer,

output_list.append(img)
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Next steps?

Improve unified architecture

Multimodal reasoning (interleaved) data construction to Pre-training level

NAVER Al LAB



Vision-Language-Action models

(VLA)



VLM/LLM as a planner

* Do As | Can, Not As | Say: Grounding Language in Robotic Affordances

‘I spilled my drink, can you help?”

Find a cleaner

Find a sponge

Find the apple

Go to the trash can

Pick up the apple

Pick up the sponge

Try using the vacuum

Find a cleaner

Find a sponge

Find the apple

Go to the trash can
Pick up the apple
Pick up the sponge
Try using the vacuum

Combined Score

find a coke can

1.00

go to the trash can

0.18

go to the table

0.16

find a sponge

0.16

pick up the coke can

0.01
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VLM/LLM as a planner

PaLM-E: An Embodied Multimodal Language Model

PaLM-E: An Embodied

Control A: First, grasp yellow block and ...

NAVER Al LAB



Vision-language-action (VLA)

* Robot actions as a foreign language

NAVER Al LAB



RT-2

+ RT-2: Vision-Language-Action Models Transter Web Knowledge to Robotic Control

Vision-Language-Action Models for Robot Control Closed-Loop

Robot Control
Q: What should the robot
do to 7A: ... RT-2 :

.
0™

SN

.

- .
A -
h;

A: 132 114 128 5 25 156 R Pick the nearly falling bag

De-Tokenize

Robot Action

Co-Fine-Tune Deploy R AL

Pick object that is different
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OpenVLA

Improved with better vision encoder

| Action De-Tokenizer }—l

R r Ax
AG
Llama 2 7B AGrip

/7D Robot
Input Image Action

I T T S l

) i Llama Tokenizer
Put eggplant

- bowl” ~Dinov2 [ SigLiP_ {

Language Instruction )
“What should the robot do to {task}? A:”
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140,

n0: A Vision-Language-Action Flow Model for General Robot Control

Architecture: separated weight params from VLMs and action expert

Tt dataset

R} ..ig ;{\ >

?“ﬁ’“

Internet
pre-training

pre-

trained VLM

action expert

14 DoF
Bimanual
Manipulators

18 DoF
Mobile
Manipulators

7 and 8 DoF
Single Arm
Manipulators

&
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GROOT NT

+ Separated params for VLMs and action models

* VLM'’s latent embedding — Cross-attention on action model

Vision
Encoder

N
Embodiment-Specific Module

\ J

- 4

“Pick up the apple [
and place it into Tex_t
the bottom shelf” Tokenizer

Pre-trained and Frozen

HERER (0000000

_

State
Encoder

1]

Robot State

Action
Decoder

|
UONUaY-SS0ID)
uonuany-iesS
UONUaY-SS0ID)
uonuapny-i|IesS

Noised Action ' Action
; Encoder

\—/ T

LO0000000]
OO0O00O000C]

xN
DiT Blocks

K iterations
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E-Col

* Robotic Control via Embodied Chain-of-Thought Reasoning

Regular VLA Policy VLA w/ Embodied

Chain-of-Thought

User: Clean the sink.

jol User: Clean the sink.
OpenVLA:

[[.\X, AH AGHD} — (P CoT OpenVLA:
Object bounding boxes:
Gripper position: @

CoT OpenVLA:

Task Plan: 1. ..., 2. ...
Next Task: pick up carrot
Next Move: move right

CoT OpenVLA:
[AX, AB, AGrip] = ...

https://arxiv.org/abs/2407.08693

“Move the mushroom to the detergent”

a blue plastic bottle
U of detergent |

TASK: Move the to the

PLAN: Move to the , grasp it, move to the
, release the

SUBTASK: The is the closest object to the
robot, and needs to be grasped first > Move to the

MOVE: The is to the right of the robot, so
the robot needs to move right - Move right

“Put the leftmost object on the middle object”

a blue towel

N s
\ & - < .
T b . Ny
- - o B -
, e 5 1 A > N
o ol N =T
. » =
"t N >
- - n
4 " O
o . >
v .
N
RN «
3 D It
\ » “
: 4
.
~ N
.

TASK: Put the

PLAN: Move to the . Pick up the

. Move to the . Put the
on the

SUBTASK: The is held by the
robotic arm and the blue towel is the middle object =
Put the on the

MOVE: The is on the left of the
and needs to be moved right - Move right
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Next steps?

Enhance perception module (e.g., vision encoder)
Robotics data (robot’s perception and action) are scarce

VLAs are still slow, low-latency is necessary to interact with human
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Appendix



Generation models

* Image generation (nano-banana)

Simon & (A e

- @tokumin

love these "what does the red arrow see" google maps transforms with
nano-banana

https: //x.com/tokumin /status/1960583251460022626 0 NAVER Al LAB



Generation models

* Video generation (Sora 2)
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eneration models

* Visual reasoning with Veo3 (by Google)

* Prompt: describe the status and give an action
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Generation models

World models — Controllable video generation (Genie-3)
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Conclusion

Today, we study:
(Multimodal) Reasoning models
Vision-language-action models

Omni (any-to-any) models — Unified understanding and generation beyond modality
boundaries
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Thank You!



